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Abstract

During machine studies and trouble-shooting in the LEP
machine various optical parameters must be computed,
which can be found quickly using the MAD program. How-
ever, the LEP operators are not all well acquainted with
MAD. In order to ease their task, a simple interface called
the LEP model has been written to run on the Apollo
workstations of the LEP control system. It prepares jobs
for MAD, sends them to a DN 10000 node for execution,
and optionally plots the results.

The desired machine positions and optical parameters
vary between LEP runs. The LEP model contains a pow-
erful selection algorithm which permits easy reference to
any combination of positions and optical parameters in
the machine. Elements can be chosen by name, by se-
quence number, or by element class. The choice of optical
functions includes closed orbit, Twiss parameters, beta-
tron phases, chromatic functions, element excitations, and
many more, Recently matching features have been added.

Communication with the control system and with MAD
uses self-describing tables, i. e. tables whose columns are
labelled with their name and a format code. Experience
with this LEP model interface is reported.

1 Introduction

This section describes those aspects of the LEP control
system and of MAD which are relevant to the LEP model
program. The second section outlines features of the LEP
model program, The third section discusses implementa-
tion, and the last two sections present future plans and
experiences with the program.

1.1 LEP as seen from LEP Model

The LEP control system [1] is based on a network of
Apollo workstations connected in a token ring network.
The workstations are running under UNIX. They talk to
the LEP machine over various links and microprocessors.
For time-intensive tasks the network contains an Apollo
DN 10000 computer, whose speed is about & factor 1/2 of
the IBM 3090,

The descriptions of the LEP machine and of its possible
optical configurations reside in an Oracle database, From
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the database a structural description of LEP is available
which is formatted in MAD input language.

For equipment control the access to the Oracle database
is too slow, A set of files, known as the “reference data set”,
is thus extracted and stored in a file server. Most of these
files are self-describing tables, known as TFS tables (Table
File System [5]). Fach table has an arbitrary number of
descriptors, and each column is labelled with its name and
format code.

The status of equipment, e. g. the magnet excitations,
or the RF cavity settings, can be acquired via specialized
programs and is usually stored in TFS format., TFS tables
can also be sent to LEP to modify the settings of equip-
ment,

1.2 MAD seen from LEP Model

The MAD program [2, 3] has been used extensively for the
design of LEP. It is based on a “standard language” [4],
used to describe the machine structure, and to request var-
ious computations on this structure, The language is de-
signed to make communication with a human user easy.
For communication with other programs MAD also under-
stands TF§ format.

In the framework of the LEP Model Program MAD
serves the following purposes:

s Compute the closed orbit,
e Compute optical functions over parts of the machine,

@ Match optical functions to specific conditions,

Calculate global parameters of LEP,

e Change machine parameters to study their effect.

2 The LEP Model Program

2.1 Tasks
Based on the above, the LEP Model Program must

@ Use the reference data set to build menus of available
optical configurations and to present them to the user
for choice. In this way the program needs no changes
if new configurations are installed. The proposed de-
fault is taken from & file known as the LEP Run-Table.
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Figure 1: Opening Screen for LEP Model Program

@ Deliver the following files to MAD:

2}

1. The definition of elemenis (magnets, cavities,
ete.) in the machine, and the sequence of their
occurrences. This file is built in the Gracle
database snd formatted in the standard MAD
input language. It only changes when the LEP
machine is modified physically.

2. The current opticel configuration (magnet exci-
tations). This file is o TFS table selected from
the reference data set, or built by reading the ac-
tual power converters by launching a specialized
program.

3. The “imperfection file”. This file contains known
imperfections of the machine, like measured mul-
tipole components in the machine dipoles. It is
updated manually when such imperfections be-
come known.

4. The “trim file” introduces factors to compensate
observed errors of the model. The corrections are
constructed by triel and error, and do not neces-
sarily represent actual imperfections of LEP.

Allow interactive increments of element excitations.

Allow interactive essignment of element displace-
ments,

Set up a MAD command file to read the above files,
and to perform the desited computations.

Launch MAD on the DN 10000 server.
Present a table of results on the display.

Optionelly plot the results on the display.

In the standard version of the LEP Model Program all
operations must be done in such & way as to avoid MAD
to fail during computation.
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Figure 2: Menu to Change Optical Configuration
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Figure 3: Menu of Available Optical Configurations

2.2 Examples of Menu Seclections

The opening screen of the LEP Model Program is shown
in Figure 1. Selection of the “Change Optics Configura-
tion” icon pops the menu shown in Figure 2. It presents
options for selecting configuration files. Selection of “From
current run specification” then presents the menu of Fig-
ure 3, containing all states for the current run. To compute
the optical parameters in selected positions the user first
selects “Local Optical Parameters” from the main menu
and gets the menu shown in Figure 4 After selection of
“Select Elements” the program pops the menu shown in
Figure 5 which allows to select the positions where to cal-
culate the parameters. Selection of “Select Parameters”
then presents the menu of Figure 6 offering the available
optical functions. While it is computing, the LEP Model
Program displays a screen like in Figure 7. The results
may be plotted as shown in Figure 8.

3 Implementation

3.1 Choice of User Interface Package

Domain /Dialogue was chosen for the following reasons:
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Figure 4: Menu for Local Optical Parameters
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Figure 5: Menu to Select Element Positions in the Machine

@ Dialogue allows to define and modify the user interface
independently of the application program. The user
interface can be built and tried before writing a lot of
code.

o Dialogue is quite powerful, and easy to use and main-

tain.
e Dialogue has been used extensively at CERN.

e Since most of the workstations are Apollos, there is
no problem in using & non-portable package.

Dialogue can be nsed with FORTRAN, Pascal and C pro-
grams. FORTRAN requires use of non-standard types like
INTEGER#2, and of contorted EQUIVALEHCE constructs to
simulate Pascal or C structures. Pascal is little used at
CERN. C has been chosen chiefly because it is the main
programming language used in the LEP control system.

3.2 Running MAD on a Remote CPU

The LEP Model Program requires a graphics display, thus
it must run on the user’s workstation. For speed reasons
MAD must run on a more powerful computer, like the
DN 10000.
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Figure 6: Menu to Select Qutput Parameters
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Figure 7: The LEP Model Program is Computing. ..

Unfortunately one cannot use the UNIX standard
system call (nor fork + execl) to spawn another pro-
cess on th DN 10000. It was found that under the current
release of the Apollo UNIX system (SR 10) these calls may
crash the operating system. MAD is therefore launched by
the Aegis command cxp (create process). This command
can use the current login name and pessword of the user,
and can be called by the program in a transparent way.

3.3 Data Transfer

The UNIX file system makes it easy to access files from
remote nodes. All data transfer uses ASCII files residing
in the user’s current directory. MAD input files are in
ASCII TFS format where feasible, or in MAD input lan-
guage. MAD output files are written in MAD language,
as TFS files, or as listings. This solution allows to develop
and test the LEP Model Program independently of MAD
by looking at those ASCII files.

3.4 Plotting

Most results come out of MAD as a TFS table. On request
the LEP Model Program invokes the LEP dataviewer in a
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